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ABSTRACT
Sensing applications with blanket coverage over urban ar-
eas can provide vital information for scientists looking to
research the effects of specific phenomena on urban envi-
ronments. Unfortunately there are many large hurdles which
have to be overcome in order to implement such sensing net-
works, for example little or no access to nodes for mainte-
nance operations and system failures due to theft and vandal-
ism, and the irreversible nature of the deployments. One so-
lution is to implement iterative prototypes in the urban envi-
ronments to gather experience, although wireless sensor net-
work prototyping brings with it its own set of problems such
as rising costs due to hardware and development investments
and the level of expertise required by the developer. This pa-
per looks at a possible solution for this complex problem
set based on a wireless sensor network platform. The plat-
form is modeled after the dinam concept which may prove
to be a solution for many problems encountered in the field
of blanket-coverage urban sensing applications.
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INTRODUCTION AND CHALLENGES
When prototyping distributed sensing applications for urban
scenarios, several unexpected challenges arise due to the un-
predictable environment. Previous urban prototyping and
application approaches such as [7],[9] and [5] uncovered
challenges in urban computing which were not anticipated
and are unique to the field, several of which have been docu-
mented in [11]. These issues included but were not limited to
the following problem areas: limited access for maintenance
purposes[11], damage through environmental conditions[7]
and damage or loss due to vandalism[9, 5].

Rapid prototyping brings with it its own set of challenges
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which need to be addressed, regardless of the application
area. On the one side, prototypes must be disposable, as
they are often subjected to unexpected situations and can
be easily destroyed. On the other side they must be dy-
namic enough to be adapted as new insight is acquired dur-
ing deployment. Failure to meet this criteria incurs long
turnaround times between iterations, making prototypes un-
necessarily costly in terms of human resources and funding.

When considering urban deployments of wireless sensor net-
work prototyping both of these sets of challenges come into
play. This work examines a specific wireless sensor net-
work development platform as a basis for development of
urban sensing applications. First the technical details of the
platform will be discussed as well as the development and
prototyping process. The system is then evaluated based on
its suitability for prototyping high-density high-surface-area
(blanket coverage) sensing applications in urban environ-
ments along the lines of [7] based on the afore-mentioned
challenges as well as the general challenges that accompany
the prototyping process.

In [6], researchers from the Karlsruhe Institute of Technol-
ogy presented a concept for wireless sensor network rapid
prototyping called dinam, which allows researchers as well
as non-experts to easily create wireless sensor network ap-
plications and prototypes. The system presents a novel ap-
proach to application development which reduces the total
cost of ownership by streamlining development and reducing
the price of the development platform. This work will con-
ceptually explore the effects of this platform on the field of
urban computing, specifically in prototyping blanket-coverage
urban sensing applications. First we will discuss the chal-
lenges of urban prototyping, followed by an introduction to
the dinam platform and its applications for prototyping of
urban sensing applications. We will then discuss the advan-
tages using a hypothetical deployment and conclude with a
brief discussion and summary.

APPLICATION PROTOTYPING AND DEVELOPMENT
Development of wireless sensor network applications in the
past has been a time-consuming and effort-intensive task.
Normally, assuming pre-existing hardware, the process in-
volves several components such as sensor nodes, a devel-
opment environment, libraries, drivers, compiler, linker, as-
sembler, debugger, programming setup (e.g. a hardware pro-
grammer device, cable, programming software, or an over-
the-air programming (OTAP) approach) and design, docu-



mentation and code revision platform. A typical develop-
ment process works as follows: 1) Design application, 2)
Set up development environment, 3) Connect hardware, 4)
Prepare libraries and previous code, 5) Write code, 6) Com-
pile code and link binaries, 7) Write binary to hardware, 8)
Evaluate, 9) Repeat from 5.

This overhead, while being advantageous for large-scale pro-
jects and deployments, is a hindrance in rapid prototyping.
The dinam platform in [6] addresses these problems with an
integrated, interactive, bottom-up development approach: a
dinam concept sensor node itself contains the program, de-
velopment environment, program interpreter and debugger
as well as all documents in a single device. The result is a
single fluid development process which does not distinguish
between run-time and program-time, allowing the developer
to dynamically modify system behavior without physically
touching the system or taking it temporarily offline. This
gives developers the opportunity to compose system behav-
ior piece by piece from the bottom up. While [6] discusses
rapid prototyping, it does not address urban computing ap-
plications, which is the focus of this work.

There are numerous examples of mote-type sensor nodes.
Other examples of rather small, simplistic WSN develop-
ment platforms are the uPart Sensor nodes [2] from the TecO
group at Karlsruhe Institute of Technology (KIT) and the
MITes [12] from House n at Massachusetts Institute of Tech-
nology (MIT). An example of a simplified application proto-
typing tool is the Arduino development platform for embed-
ded electronics[1]. The Arduino platform is delivered with
its own intuitive development environment which allows de-
velopers to quickly create applications. The developer only
requires a basic knowledge of the ANSI C programming
language, allowing easy prototyping of complex embedded
applications with low overhead. The mbed

TM
project from

ARM and NXP [8] uses a browser-based development en-
vironment provided via an externally hosted decentralized
server environment. While removing the installation time of
the development environment is a step in the positive direc-
tion, the discrete development process is still an unnecessary
hindrance when creating applications.

THE DINAM PLATFORM
The dinam platform consists of two different units: the dinam-
mite and the dinam-mote. The dinam-mite provides an in-
terface to the outside world over a TCP/IP connection for
prototype application development and modification. The
dinam-mote is a small configurable low power sensor node
whose only task is to deliver remote sensor data to a dinam-
mite in a fashion specified by the application designer over
the dinam-mite.

The dinam-mite
The dinam-mite (≈30 USD) is an application development
and prototyping platform embedded in a wireless sensor node.
The node itself is based on the D-Bridge [6] but has been
modified for communication using WLAN technology in-
stead of Ethernet communication. The dinam-mite simpli-
fies the prototyping process by integrating the development

Figure 1. A Screenshot of the dinam-mite programming interface

environment – including the data – into the wireless sensor
system. This means that the dinam platform removes the
need for development software at the application program-
mer’s computer to write programs for the sensor node – not
even an editor is required. All code and the development
environment is integrated into the node itself.

Access to the dinam-mite and the development environment
is provided through a web-server embedded on the WSN
system, thus the only tool a developer requires is a web-
browser. Fig. 1 shows the developer’s view of the IDE
running on the dinam-mite: the web-interface provides sim-
plified access for easy operation. Because the development
environment is integrated into the sensor system, hardware
and software versions of all development components are al-
ways synchronized and incompatibilities do not occur. This
approach also removes some of the time consuming steps in
the development process, such as writing the binary to the
hardware, as well as reduces the initial static set-up time and
effort overhead.

The online code development process creates a single con-
stant run/development time. During this operational period,
the developer is able to receive immediate feedback to his/her
actions so that the evaluation step can be pipelined as well.
The resulting development platform contains an interactive
run-time programming interface which allows the program-
mer to change parameters, execute actions and evaluate the
results simultaneously. The command interface is opened
by pointing the browser to the interface webpage located at
the IP address which device acquires via DHCP. Once the
page has been loaded, commands can be inputted directly to
the interpreter using the Java-based web application shown
in fig. 1, whereby the interpreter provides immediate evalu-
ative feedback of previously issued commands. Along with
the BASIC command line interface, it also provides an editor
to implement BASIC scripts.

The dinam-mote
The dinam-mote (≈20 USD) was implemented on the Ak-
iba wireless sensor nodes. The Akiba node is based on the
PIC18F14K22 8-bit micro-controller from Microchip, and
was developed at the Technische Universität Braunschweig.



Figure 2. The dinam platform: dinam-mote (above) and dinam-mite

The processor runs at up to 16 MIPS with 512 B RAM, 256
B EEPROM and 16 kB ROM. Wireless communication oc-
curs at 2.4 GHz over the ChipCon CC2500 from Texas In-
struments with a printed PCB antenna. The system is on a
single-sided PCB measuring 20mm x 18mm with a CR2032
coin cell battery on the back. Due to low-power technol-
ogy such as wake-on-radio, standby receive modes have con-
sumption rates in the low double digit microwatt range with
transmission and reception consumption rates between 10
and 30 mW. This yields a lifetime of many months, or even
years, on a single coin-cell battery depending on the how
often data is received or transmitted.

The Akiba sensor node is equipped with light, temperature
and vibration sensors as well as connection points for up to
4 analog external sensors and sensor/processor boards. On
top of the RF communication interface, the nodes imple-
ment an over-the-air-configuration protocol that allows for
remote configuration of parameters such as duty cycle length
and sensing rate comparable to those found in uParts [2].
The node is well adapted to post-hoc computing applications
along the lines of Smart-Its [4] which make them specifically
suitable for the dinam platform.

The wireless communication and configuration protocol is
based on the AwareCon [3] network stack which has been
modified to implement the application specific functions of
the dinam platform. In addition, the dinam-motes imple-
ment a version of CentRoute [10] to allow power-aware,
low- computation routing for multi-hop situations. This, com-
bined with a maximum range 50m per dinam-mote as well
as multi-hop routing reduces the mite-to-mote ratio required
for blanket coverage of large areas.

EVALUATION
In order to initially evaluate the dinam platform as a pro-
totyping tool for urban sensing applications, a conceptual
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Figure 3. A Screen Shot of the Airy Notes Urban Sensing Project [7]

analysis will be conducted of a successful urban sensing ap-
plication. The Airy Notes [7] project used wireless sensor
nodes to conduct a climate analysis in a public park called
Shinjuku-Gyoen Gardens in Tokyo, Japan. The motivation
behind the project was that a wireless sensor network dis-
tributed within the garden would be able to retrieve informa-
tion of interest for scientists who study the microclimate of
that particular area. In Fig. 3 the distribution of sensor nodes
within a section of the park can be seen.

During the Airy Notes project several difficulties were en-
countered. The relatively high cost of the hardware used
(200 uParts á 30 USD and 10 XBridges á 200 USD = 8,000
USD total) was the limiting factor in the coverage which was
achievable. Furthermore, node losses due to weather dam-
age or theft were serious risks to project success due to fund-
ing. When observing Fig. 3 one can clearly see the effects
of the monetary constraints as node clusters are scarcely dis-
tributed throughout the park, rather than the intended blan-
ket coverage. A further problem was the static nature of the
firmware on the nodes that were deployed. This prevented
researchers from implementing changes to the system after
deployment, as that would have involved reflashing or recon-
figuring each node. This further limited the deployment as
each node had to be located without technical assistance for
maintenance purposes or to reconfigure the prototype, mak-
ing turnaround between iterations difficult.

In this scenario, a similar approach using the dinam plat-
form would have had several benefits. Firstly, the cost of
the hardware would have been reduced by almost 50% from
8,000 USD to 4,300 USD (200 dinam-motes and 10 dinam-
mites), indicating that the developers would have been able
to double sensory coverage. This cost reduction is calculated
over a system that was already using cost-concious hard-
ware, where applications using standard nodes (for example,
typical costs for nodes from www.xbow.com are over 100
USD) would incur exorbitant costs which normal research
grants would not be able to support.

The remote reconfiguration capabilities of the dinam-motes
and logic definition capabilities of the dinam-mites would
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Figure 4. A Hypothetical Node Topology for a Blanket-Coverage Urban
Sensing Application

have allowed for remote alterations to the applications, mak-
ing multiple iterations possible. Furthermore, the printed an-
tenna of the dinam-motes allows for malleable casings such
as coatings or bags, and reduces susceptibility to weather-
related antenna problems. Additional savings would also
have been realized due to the multi-hop capabilities of the
dinam-motes as they would reduce the number of more costly
dinam-mites required for this application. This is demon-
strated in Fig 4, which models how a similar approach would
appear in Washington Square Park in New York City.

CONCLUSION
We presented some of the problems which one encounters
when developing blanket-coverage urban sensing applica-
tions. We also discussed how prototyping can help solve
many of these issues, but introduces other challenges of its
own. We then introduced a platform based on the dinam
concept and discussed how this platform would address the
issues encountered when prototyping large-scale urban sens-
ing applications. The indications are that the dinam plat-
form, while only addressing a subset of the problem set,
would greatly improve ease of use and developer-friendliness
of the prototypes by reducing the effort required for iterative
prototyping steps, and also by reducing the cost of the pro-
totypes and applications.
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